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ABSTRACT: This study is aimed at performing landslide classification using Kohonen Self Organizing Map
(SOM) which is implemented on Shuttle Radar Topography Mission (SRTM) digital elevation models
(DEMs) with spatial resolution of 30 m in the parts of northwest Iran. Effective parameters for identification
of areas susceptible to landslides consist of elevation, profile, plan, curvature, slope angle and slope aspect.
After preparing maps for each of parameters in ArcGIS software, standardization was performed on each of
the six layers. Then using SOM susceptible zones to landslide was determined. The results of SOM show that
there are seven classes for landslide classification in the study area. Also the results showed that the data had
high density and had correlation with each other so that it should be seen that the plan, slope and curvature
are closely related to each other.

Key words: Landslides, geographical information systems (GIS); landslide classification, Kohonen Self Organizing
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I. INTRODUCTION

Using information about landslide occurrence can get
accurate information about landslide hazard assessment
and risk reduction (Dai et al., 2002). Thus, an accurate
susceptibility mapping with different risk levels can be
key information for a large variety of users (Fell et al.,
2008). There are different methods for landslide
susceptibility mapping such as probability and bivariate
statistical modeling (Yalcin and Bulut 2008,
Althuwaynee et al. 2012; Lee and Pradhan 2006;
Youssef et al. 2009), multivariate statistics (Yilmaz,
2009; Yilmaz, 2010a and b).
One of the method for preparing landslide mapping
with different risk levels is self-organizing map (SOM).
A type of artificial neural network (ANN) is SOM that
is trained using unsupervised learning to produce a low-
dimensional (typically two-dimensional), discretized
representation of the input space of the training
samples, called a map, and is so a method to do
dimensionality reduction. Self-organizing maps differ
from other artificial neural networks as they apply
competitive learning as opposed to error-correction
learning (such as backpropagation with gradient
descent), and in the sense that they use a neighborhood
function to preserve the topological properties of the
input space (Ehsani and Quiel, 2008). Hosokawat and
Hoshit (2001) used SOM to generate a damage
distribution map in Kobe city in Japan that corresponds

with the actual damage recorded following the 1995
earthquake. Ehsani and Quiel (2008) employed SOM
and Shuttle Radar Topography Mission (SRTM) data to
characterize yardangs in the Lut desert, Iran. The results
demonstrate that SOM is a very efficient tool for
analyzing aeolian landslides in hyper-arid environments
that provides very useful information for terrain feature
analysis in remote regions. Ferentinou and Sakellariou
(2010) applied SOM in order to rate slope stability
controlling variables in natural slopes, while Ferentinou
et al. (2010) used SOM to classify marine sediments.
Mokarram et al. (2014) used SOM to study the
relationships between geomorphological features of
alluvial fans and their drainage basins. The results of
the analysis showed that several morphologically
different fan types were recognized based on their
geomorphological characteristics in the study area.
Mokarram and Sathyamoorthy (2015) and Mokarram
and Seif (2014) used SOM for classification of
landslide. The results of SOM showed that there were
five classes for landslide classification in the study area.
Cluster 5 corresponds to high slope, high elevation but
with different of concavity and convexity that consist of
ridge landslides.
In the aim of the study area is to cluster the landslide
using SOM based on morphometric characteristics.
Flowchart for methodology for classification of
landslide hazard show that in the Fig.1.
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Fig. 1. Flowcharts for the methodology used in the study to classification of landslide hazard

MATERIAL AND METHODS

A. Study area
The study area is located in northwest of Iran, which is
shown in Fig. 1. It located between 29° 45' to 35° 42'
northern latitude and 45° 24' to 52° 00' eastern

longitude (Fig. 2.). Six morphometric parameters were
analyzed; elevation, profile, plan, curvature, slope angle
and slope aspect (Fig. 3).
To classification of the landslide used 480 sample point
for the study area that show in Fig. 4 and Table 1.

Fig. 2. Location of the study area.
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Fig. 3. Morphometric parameters as inputs data of the study area.
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Fig.  4. Sample points for classification of landslide.

Table 1: Morphometric parameters measured for the determination of landslide hazard classification.

Parameter Max Min Average STDEV

Slope 48.773 0.156 13.817 9.368

Profile 1.174 -1.031 0.008 0.236

Plan 0.818 -1.044 0.004 0.234

DEM 3105 324 1486.867 425.26

Curvature 1.454 -1.974 -0.004 0.416

Aspect 0 165.283 106.101 106.101

B. Self-organizing map (SOM)
SOM has been mainly used for patterning and
visualization of complex datasets (Li, et al., 2016).
SOMs are a form of neural networks and consist of an
input layer, an output layer, and connected weights
between each input and output neuron. Neurons in the
output layer are associated by topological relationships
and are represented on a two-dimensional lattice
(Barge, et al., 2016). SOM is based on unsupervised
learning, which means that no human intervention is
needed during the learning and little needs to be known
about the characteristics of the input data (Figure 5).
SOM offers a solution to apply a number of
visualizations linked together (Buza, et al., 1991). The
SOM algorithm consists of two individual stages: the
competitive and cooperative stages. In the competitive
stage, the best matching neuron is selected, while in the
cooperative stage, the weights of the winner are adapted
as well as those of its immediate lattice neighbors
(Kohonen, 1995). Further explanation for each of the
steps is as follows:

Competitive stage:
Let A be a lattice of N neurons with weight vectors =[ ] € , = ( 1, … . ). All the neurons
receive the same input vector = [ 1 … ] € .
For each input v, we select the neuron with the smallest
Euclidean distance (‘‘winner-takes-all’’, WTA) [(Hulle,
2012):

* arg min || ||ii i w v= − …(1)

where wi is neuron weights and v is input vector.
1. Cooperative stage
The weight update rule in incremental mode is as
follows (Hulle, 2012):

( , , ( ))( ),i i iw I i t v w A ∆ = Λ ∗ Λ − ∀ ∈ …(2)

where Λ is the neighborhood function, which is a
scalar-valued function of the lattice coordinates of
neurons i and i*, ri and ri *, mostly a Gaussian:

*
*( , ) exp( || || 2 / 2 2)i ii i r r Λ = − − Λ …(3)

with range σΛ (i.e., the standard deviation). The
positions ri are usually taken to be the nodes of a
discrete lattice with a regular topology (Hulle, 2012).
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RESULTS AND DISCUSSION

SOM was applied for the study area to describe the
landslide classification. The visualizations in Fig. 5
consist of hexagonal grids, with the U-matrix in the
upper left, along with the six component layers

(elevation, profile, plan, curvature, slope angle and
slope aspect). As previously mentioned, the clustering
of landslide classification used the morphometric
parameters of elevation, profile, plan, curvature, slope
angle and slope aspect (Fig. 6).

Fig. 5. The structure of a SOM network.

Fig.  6. SOM visualization through U-matrix (top left) and the six component layers for landslide classification.

According to Fig. 6, the six figures are linked by
position: in each figure, the hexagon in a certain
position corresponds to the same map unit. The legend
for each of the hexagons shows the degree of color
compared to each other. In the SOM method, similar
colors show the direct relationship between the
parameters. It can be seen that the plan, slope and
curvature are closely related to each other.

As was shown in Fig. 7, the numbers written in the
hexagons are data that are absorbed by each of the
nodes in the neural network (Venna and Kaski, 2001).
According to Fig. 7, the maximum number of hexagons
was 7, indicating that the maximum data in these places
is 7.
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(a)                                           (b) (c)
Fig. 7. Different visualizations of the clusters obtained from the classification of the morphological variation

through SOM: (a) Color code. (b) Principal component projection. (c) Label map with the names of the landslide
classification.

In addition, the minimum number of hexagons is 0,
indicating that in these places, there is no data.
According to Fig. 7, the principal component (PC)
projection showed that the study data had high density
with good distribution. Finally, using the label map
(Fig. 7c), the study data was classified into seven

classes for landslides. The characteristics of each group
determined by the label map are provided in Table 2. It
seems that the six clusters correspond to different
terrain forms. In this table, the categorized map units
and the corresponding morphometric features are
summarized.

Table 2: Characteristics of the clusters from the SOM for the landslide classification.

Group Parameters slope Profile (1/m) Plan (1/m) DEM Curvature (1/m) Aspect (degree)

Cluster 1 Min 0.156 -0.863 -0.749 916.000 -0.887 0.000
Max 39.063 0.661 0.801 2247.000 1.454 358.877

Cluster 2 Min 0.802 -0.677 -1.044 862.000 -1.549 5.412
Max 44.837 1.051 0.724 2640.000 1.253 355.646

Cluster 3 Min 0.397 -1.031 -1.029 515.000 -1.974 9.211
Max 31.453 0.945 0.660 3105.000 1.241 354.668

Cluster 4 Min 0.246 -0.557 -0.815 385.000 -1.348 0.000
Max 48.773 0.532 0.818 2468.000 1.028 353.660

Cluster 5 Min 1.186 -0.633 -0.450 324.000 -1.560 2.400
Max 34.683 1.174 0.573 2026.000 1.206 358.727

Cluster 6 Min 0.397 -1.031 -1.044 324.000 -1.974 2.400
Max 44.837 1.174 0.724 3105.000 1.253 358.727

Cluster 7 Min 0.802 -0.677 -1.044 324.000 -1.549 6.072
Max 44.837 1.051 0.724 2640.000 1.253 355.646
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CONCLUSION

The aim of the study was to determine the effectiveness
of SOM as a clustering tool for landslide classification.
In SOM, according to qualitative data, the clustering
tendencies of the landslides were investigated using six
morphometric parameters (elevation, profile, plan,
curvature, slope angle and slope aspect). The U- matrix
showed that some of the data are closely related to each
other, such as elevation and slope. In addition,
considering that PC projection represents the amount of
data relationship with each other, PC projection was
used to determine the study's data had high density. The
results showed that the data had high density and had
correlation with each other so that it should be seen that
the plan, slope and curvature are closely related to each
other. Finally, using the labels in the SOM method,
seven classes for the landslides were detected.

REFERENCES

Ye B, Yang L, Li Y, Wang W, Li H. (2013). Water sources
and their protection from the impact of microbial
contamination in rural areas of Beijing,
China. International Journal of Environmental
Research and Public Health; 10: 879-891.

Althuwaynee O F, Pradhan B and Lee S (2012). Application
of an evidential belief function model in
landslide susceptibility mapping; Comput.
Geosci. 44: 120-135, doi:10.1016/j.cageo.2012.3.

Barge, J.T.; Sharif, H.O. (2016). An Ensemble Empirical
Mode Decomposition, Self-Organizing Map, and
Linear Genetic Programming Approach for
Forecasting River Stream flow. Water, 8: 247.

Buza A, Mcdonald JA, Michalak J and Stuetzle W (1991).
Interactive data visualization using focusing and
linking. Proceedings of IEEE conference of
visualization, 156-63.

Dai, F., Lee, C. & Ngai, Y. Y. (2002). Landslide risk
assessment and management: An overview. Eng.
Geol. 64: 65-87.

Ehsani AH and Quiel F (2008). Application of Self
Organizing Map and SRTM data to characterize
yardangs in the Lut desert, Iran. Remote Sensing
of Environment 112: 3284-3294.

Fell, R. et al. (2008). Guidelines for landslide susceptibility,
hazard and risk zoning for land-use planning.
Eng. Geol. 102: 99-111.

Ferentinou M, Hasiotis T and Sakellariou M (2010).
Clustering of geotechnical properties of marine
sediments through self - organizing maps: An
example from the ZakynthosCanyon-Valley
system, Greece. In: Submarine Mass Movements
and their consequences IV, Mosher, D., Shipp,
C., Moscardelli, Chaytor J, Baxter C, Lee H and
Urgeles R, (Ed.), Advances in Natural and

Technological Hazards Research, v. 28: 43-54,
Springer, The Netherlands.

Hosokawat M and Hoshit T (2001). Landslide Classification
Method Using Self-Organizing Map and its
application to Earthquake Damage Evaluation. 0-
7803-7031-7/01/$10.00 (C) 2001 IEEE

Hulle MMV (2012). Self-organizing Maps. G. Rozenberg et
al. (eds.), Handbook of Natural Computing, DOI
10.1007/978-3-540-92910-9_19, Springer-Verlag
Berlin Heidelberg 2012.

Kohonen T (1995). Self - Organizing Maps. Springer,
Berlin.Lambeck, K., 1996. Sea-level change and
shore-line evolution in Aegean Greece since
Upper Palaeolithic Time. Antiquity, 70: 588-611.

Lee S and Pradhan B (2006). Probabilistic landslide risk map-
ping at Penang Island, Malaysia; J. Earth Syst.
Sci. 115(5) 661-672.

Li, B.; Watanabe, K.; Kim, D.H.; Lee, S.B.; Heo, M.; Kim,
H.S.; Chon, T.S. (2016). Identification of Outlier
Loci Responding to Anthropogenic and Natural
Selection Pressure in Stream Insects Based on a
Self-Organizing Map. Water, 8: 188.

Mokarram M and Sathyamoorthy D. (2015). Modeling the
relationship between elevation, aspect and spatial
distribution of vegetation in the Darab Mountain,
Iran using remote sensing data. Model. Earth
Syst. Environ., 1: 30.

Mokarram M, Roshan G and Negahban S. (2015). Landslide
classification using topography position index
(case study: salt dome of Korsia-Darab plain,
Iran). Model. Earth Syst. Environ., 1: 40.

Mokarram M, Seif A and Sathyamoorthy D. (2014). Use of
morphometric analysis and self-organizing maps
for alluvial fan classification: case study on
Ostorankooh altitudes, Iran. IOP Conference
Series: Earth and Environmental Science.

Yalcin A and Bulut F (2007). Landslide susceptibility map-
ping using GIS and digital photogrammetric
techniques: A case study from Ardesen (NE-
Turkey); Nat. Hazards 41: 201-226.

Yilmaz I (2009b). Landslide susceptibility mapping using
frequency ratio, logistic regression, artificial
neural networks and their comparison: A case
study from Kat landslides (Tokat-Turkey);
Comput. Geosci. 35(6): 1125-1138.

Yilmaz I. (2010a). The effect of the sampling strategies on the
landslide susceptibility mapping by conditional
probabiliity (CP) and artificial neural network
(ANN); Environ. Earth Sci. 60: 505-519.

Yilmaz I (2010b). Comparison of landslide susceptibility
map- ping methodologies for Koyulhisar,
Turkey: Conditional probability, logistic
regression, artificial neural networks, and support
vector machine; Environ. Earth Sci. 61: 821-836.

Youssef A M, Pradhan B, Gaber A F D and Buchroithner M F
(2009). Geomorphological hazard analysis along
the Egyptian Red Sea coast between Safaga and
Quseir; Nat. Hazards Earth Syst. Sci. 9: 751-766.


